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Abstract

ALRAND Working Memorandum 365 of 26 September 1980 recommended two

potential improvements to the current UICP (Uniform Inventory Control Pro-

gram) demand forecasting techniques: (1) a more direct approximation for the

variance of quarterly demand and (2) adaptive smoothing to forecast demand.

This study used the 5A (Aviation Afloat and Ashore Allowance Analyzer) wholesale

inventory simulator and actual demand observations to compare the suggested

alternatives to the current method. The following criteria were used in the

comparison: inventory investment, performance, workload, demand forecast

accuracy and the required computer time. However, the primary criterion used

was the change in performance per dollar invested. The study showed that

(1) the more direct approximation of standard deviation of demand is not an

improvement and (2) adaptive smoothing with filtering should be considered for

implementation.
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EXECUTIVE SUMMARY

1. Background. ALRAND Working Memorandum 365 identified two potential improve-

ments to the current UICP (Uniform Inventory Control Program) demand forecasting

techniques. The first, a more direct approximation of the variance of quarterly

demand D), would eliminate the current UICP practice of computing a MAD (Mean

Absolute Deviation) and approximating the variance with the expression 1.57 X

(MAD)2 . The second proposal, using adaptive smoothing to forecast the quarterly

demand, would provide a more flexible and reacti%,e smoothing weight determination

than the current trend test.

2. Objective. To determine whether a more direct approximation of the variance

of quarterly demand and adaptive smoothing will improve current UICP demand fore-

casting techniques.

3. Approach. The 5A (Aviation Afloat and Ashore Allowance Analyzer) wholesale

inventory simulator and actual demand observations were used to determine the

effect of using these two proposals. Simulations were run using both the current

approximation of the variance of quarterly demand and the proposed approximation

to determine if the proposed approximation would improve the variance forecast.

To determine the best parameter values for the adaptive smoothing and moving

average methods of demand forecasting, a sensitivity analysis was performed.

Then, the adaptive smoothing and moving averageV i m. thoIs we' ro ,' ,fpl rel Ic I ,li

current method wiLi the parameter valties rec-oTmnmndt'd by FMS) Report 146 to

determine the best of these methods for demand forecasting. For both the vari-

ance comparison and the demand forecasting analysis, each method was evaluated

by the four criteria of inventory investment, performance, workload and demand

forecast accuracy. However, the primary criterion used was the change in per-

formance per dollar invested. In addition, the computer time required for each

method was considered.



4. Findings. Under the designated criteria, the proposed more direct approxi-

mation of the variance of quarterly demand shows no significant improvement

over the current approximation and requires more computer time. Forecasting

demand using both adaptive smoothing and the current method with recommended

parameter values produces better results than using the moving average method.

Adaptive smoothing appears to produce the best performance but at a higher cost.

However, the changes in Lnvestment and performance are not statistically dit-

ferent when compared to the current method with recommended parameters. There

is no significant difference in computer time between the two methods. Using

the recommended parameter values requires a change of input values while adap-

tive smoothing ;ould require changes to the UICP program. However, the current

method requires periodic updating of the smoothing weights while under adaptive

smoothing, the smoothing weight adapts to changes in demand and requires no

manual intervention.

5. Conclusions. The proposed approximation of the variance of quarterly demand

showed no significant improvement over the current approximation. In addition,

the more direct approximation used more computer time. Therefore, the current

approximation of the variance should be retained.

Both adaptive smoothing and the current method with recommended parameter

values were better than the moving average method of demand forecasting. Adap-

tive smoothing was as effective as the current procedures. Programming changes

would be necessary in order to use adaptive smoothing but the smoothing weight

parameter values do not require the periodic re-evaluation by management that

/
the current method requires. In conclusion, adaptive smoothing with filtering

should be considered for implementation.
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I. INTRODUCTION

Reference (1) identified two potential improvements to current UICP

(Uniform Inventory Control Program) demand forecasting techniques. The first,

more direct approximation of the variance of quarterly demand (a), would

replace the current UICP method which approximates aT with 1.57 (MAD)2, where

MAD is the Mean Absolute Deviation of demand. The second, adaptive smoothing,

would replace the current parameter driven smoothing technique used to compute

the demand forecast.

The method of calculating aD is significant since Ohas two important uses

2in the UICP. First, aD is one of several terms used to compute the procurement

problem variance (DEN (Data Element Number) BOl9A) which is the variance in the

attrition demand during leadtime plus a repair pipeline. Since the procurement

problem variance is the basis of the safety level, using a more direct approxi-

mation to CD should result in a more accurate safety level and a more responsive

supply system per dollar invested. The second use of a2 is in demand forecasting.

The square root of a2 (the standard deviation of demand, UD) is used, along with

the mean demand, to establish a tolerance band around the mean. The tolerance

band is expressed as MEAN + XCD, where X is the number of standard deviations

from the mean chosen to determine an acceptable range of :-uarterly demand obser-

vations. Extremely high or low observations which are outside of the tolerance

band are then filtered out of the forecasting process.

Currently, the MAD for nonprogram-related items is computed by exponentially

averaging the absolute value of the forecast error, where the forecast error is

the difference between the observed and the previously forecasted quarterly

demand. (Nonprogram-related items are those items with stock levels based solely

on demand history, unlike program-related items which are based on both demand

history and planned usage.) After the MAD of demand is computed, the variance



is approximated by 1.57 (MAD) 2 and the standard deviation is approximated by

1.25 MAD. The approximations are based on the assumption that the forecasting

errors are normally distributed. A more direct approach would be to exponen-

tially average the square of the forecast errors as an approximation of the

variance. Then, The variance of demand could be stored and available for use

in computing the safety )evel without further modification. The standard

deviation could be easily computed for use in demand forecasting. The proposed

procedures to compute and store the variance of demand may require less computer

time than the current method of computing and storing the MAD of demand and then

approximating both a and a as needed.

In addition to evaluating a more direct approximation for the variance of

demand, the study also compared two alternative demand forecasting techniques:

adaptive smoothing and moving average. The current method of demand forecasting

(see reference (2) for a more complete explanation) consists of a sequence of

three stages: (1) the filter check, (2) the trend test and (3) exponential

smoothing. The first stage of demand forecasting is used to screen out "abnormal"

demand observations. The second stage of demand forecasting, the trend test,

detects steady increases or decreases in demand observations. The degree of

change which must occur before the system recognizes a trend depends on two

parameters which form a lower and upper bound. The outcome of the trend test

determines what smoothing weight is applied in exponential smoothing. In the

third stage of demand forecasting, exponential smoothing, different smoothing

weights are applied to trending and nontrending demand observations.

An alternate approach to forecasting demand for nonstationary demand processes

is to automatically adapt the weighting factor used in exponential smoothing to

changes in level of demand or trends. This approach, known as adaptive smoothing,

2



reacts to changes in the demand pattern by automatically applying a higher

smoothing weight when a change in the demand pattern occurs. Changes in the

demand pattern are detected by tracking the forecast error. Higher forecast

errors indicate that the forecasts and observations are diverging rather than

converging as desired. Then a higher smoothing weight is used to place more

emphasis on the more recent observations. Thus, adaptive smoothing continually

obtains feedback concerning forecast accuracy and adjusts the smoothing weight

accordingly. Unlike adpative smoothing, the current demand forecasting method

requires management to periodically reevaluate the smoothing weights and the

trend limits and adjust these parameter values if necessary.

The second alternate demand forecasting technique evaluated was moving

average. The moving average method involves selecting an N (the number of

observations to be included in the calculation of a moving average) and then

calculating the mean demand for the latest N quarterly demand observations.

As a new observation appears, the oldest observation is omitted from the mean

calculation and replaced by the most recent. A smoothing weight is not required

but N must be determined and periodically reviewed by management (since N does

determine how much weight is applied to each demand observation) and adjusted

if necessary.

II. TECHNICAL APPROACH

The 5A (Aviation Afloat and Ashore Allowance Analyzer) wholesale inventory

simulator and actual demand observations were used to evaluate the differences

in methods of approximating variance and forecasting demand. Specifically, the

analysis was divided into four parts:

A comparison of the proposed and the current approximations of variance.

I1 3



. A sensitivity analysis of possible values for the smoothing weight used

in adaptive smoothing.

* A sensitivity analysis of the base number of quarters for moving

average computations.

. A comparison of the current method with current parameter values, the

current method with parameter values recommended by reference (2) and

the adaptive smoothing and moving average techniques.

A. SIMULATION MODEL. The 5A wholesale simulator, as described in references

(2) and (3), replicates the inventory management operations of both ASO

(Navy Aviation Supply Office) and SPCC (Navy Ships Parts Control Center). The

demand forecasting routine of the 5A simulator, which calculates a quarterly

demand forecast, includes the current sequence of filter check, trend test

and exponential smoothing. The routine was modified to include the proposed

methods of variance estimation and demand forecasting as discussed below in

Sections D and E.

B. !NPUT DATA. Information from two data bases, the THF (Transaction History

File) and the SIG (Selective Item Generator) file, was combined to create the

input to the 5A simulator. Actual demands were obtained from the THF while the

majority of item information (e.g., leadtime, turn-around-time and unit price)

was obtained from the SIG file. The SIG file provides a snapshot of the MDF

(Master Data File). Six years (January 1974 through December 1979) of THF

demand data was used for SPCC-managed material and four years (November 1975

through October 1979) of THF demand data was used for ASO-managed material.

The data was segmented into 1H, 2H, 1R and 2R cogs (cognizance symbols)

and then cogs 1H, 2H and IR were further divided into several systematic

4



random samples (see TABLE I). The division of lH, 2H and 1R cogs into multiple

samples was necessary not only to conserve computer time, but also to make the

results more statistically sound. According to Tukey's Plan (see reference (4)),

when results of the analysis of smaller samples are combined, the results are

more representative of the universe than the results of one large sample. (The

samples used in the analysis are the same samples which were used in reference

(2).)

The majority of items in the 2R cog are program-related items. The study

dealt with nonprogram-related items, which totaled 2,892 for the 2R cog. This

total, also referred to as the universe of 2R nonprogram-related items, was

small enough that the univepse could be simulated without sampling.

TABLE I

Input Categorization

# Items if# # Items # Items I# Items # Items
Cog Universe Samples Sample I Sample II Sample III Sample IV

11 125,797 4 1,572 1,572 1,571 1,571

2H 11,458 3 1,636 1,634 1,631 -

1R 103,201 4 1,587 1,587 1,587 1,587

2R 22,137 1 2,892 - - -

C. OUTPUT DATA. The simulator tabulates statistics and provides yearly

averages of those statistics to evaluate accuracy of the forecast and effective-

ness of the particular set of parameter values. The first two years of data

were treated as a transition period and were not included in calculations of

yearly averages. The following criteria were considered the most relevant

in quantifying the effectiveness of the forecast.

5



I. $OH + $DI - Dollar Value of Material On-Hand plus Dollar Value of

Procurements Due-In - dollar value of inventory investment at the end of the

simulated year.

2. SMA % - Supply Material Availability - the sum of requisitions

satisfied immediately divided by the total number of requisitions submitted.

A requisition is considered satisfied only if the entire requisition is satis-

fied.

3. ADD - Average Days Delay - the time delay experienced by all backordered

requisitions divided by the total number of requisitions submitted.

4. #PI - Number of Procurements Initiated - average number of procurement

orders placed during a year.

5. $RA - Number of Repair Actions - average number of repair inductions

made during a year.

6. TMSE - Total Mear Square Error - a statistic which measures the

accuracy of the demand forecast by averaging the square of the forecast error

and summing over all the items. The MSE was summed across all items and the

total was used to compare forecasting errors.

j+4
n E (dki - Dki) 2

TMSEj = k=j+l 4
TMSE i=l

where

n = the number of items in a simulated sample

i = index of items in sample

j = index identifying the first quarter of each simulation year (0, 4, 8,

12, 16, 20)

6



k = index of the quarter being simulated

d = demand observation

D quarterly demand forecast (DEN B022)

7. TVAD MSE - Total Value of Avrnual Demand Weighted Mean Square Error -

a statistic which measures the accuracy of the demand forecast by weighting the

square of the forecast error by the dollar value of annual demand. The VAD

weighted MSE was summed across all items and the total was used to compare fore-

casting errors.

J+4
n E (dki) (Pi) (dki - Dk)2

TVAD MSE J k=j+l
i=l J+4

7 (dki)(Pi)
k-j +l

where

P = unit price (DEN B053)

8. DWTPE - Demand Weighted Percentage Error - a statistic which measures

the accuracy of the demand forecast by expressing the total absolute value of

the forecast error as a percentage of the total observed quarterly demand.

n J+4
F ki - ki

DWPE = il k +l
n j+4
E Z dki

i-l k=j+l

After all computer runs were made, means and standard deviations were cal-

culated, under each of the preceding criteria. The eight criteria explained

above were grouped into four major categories: inventory investment, performance,

workload and demand forecast accuracy. The criteria $OH + SDI show the inventory

7



investment, SMA and ADD measure system performance, #PI and #RA measure the

system workload and TMSE, TVAD MSE and DWPE determine forecast accuracy.

All ri.Leria were considered but the selection of a best technique was based on

system performance per dollar invested. Due to inherent differences in the

objective function, the consumable cogs' performance evaluation was based on

ADD while the repairable cogs' performance evaluation emphasized SMA.

To test the hypotheses that the means of SMA, ADD and $OH + SDI are the

same for the variance computations and demand forecasting methods evaluated,

statistical tests using the Student-t distribution were performed. The tests

were used to help determine parameter values for the sensitivity analysis per-

formed for adaptive smoothing and moving average and then, to help choose the

best method of variance computation and demand forecasting. Because the t-tests

require at least two samples, t-tests were not applied to the 2R universe of

nonprogram-related items. A sample calculation of the t-test appears in

Appendix B. Equations and tables were supplied by reference (5).

D. VARIANCE APPROXIMATION COMPARISON. Two methods of variance approximation, the

proposed more direct approximation and the current approximation, were compared.

Simulations of each method used the current parameter values and parameter

values recommended by reference (2) (and shown in TABLE II) to see if the

reconmmended values had any effect on the variance calculation comparison.

Currently, the variance (o2) is approximated by the expression 1.57(MAD)2

and the standard deviation is approximated by the expression 1.25(MAD). Neither

the variance nor the standard deviation is stored in the IMF (Master Data File).

The MAD is stored in the MDF and recomDuted every quarter as follows:

MADt = ctLdt - Dt! + (1-ct) MADt_ 1

8



where

ci = smoothing weight

t = index indicating time

The proposed direct approximation involves computing and retaining in the MDF

the estimated variance but not the MAD. The MAD would no longer be required to

compute D or 0D , since the standard deviation equals the square root of the

variance. The proposed calculation is: o" = (dt - Dt) 2 + (l-ct) a2
D t  Dt- I

Notice that the mathematical expression is very similar to the MAD computation

except that the error term is squared.

Because the mathematical operations necessary for the current and proposed

approximations were different, a study of the computer run times was also

completed. For both methods of variance approximation, there are four different

methods, or paths of computer code to compute the demand forecast: (1) a step

increase or decrease, (2) forecast remains the same, (3) exponentially smoothed

by a trending weight and (4) exponentially smoothed by a nontrending weight.

The parameter values used to determine the appropriate paths are shown in TABLE II.

9



TABLE IT

Current and Recommended Parameter Values for the Current
and Proposed Variance Approximation Forecasting Methods

Current Recommended

SPCC ASO SPCC ASO

Trend Significance Levels 1.1/.9 1.5/.99 1.1/.9 1.1/.9

Smoothing Weights .3/.3/.1 .4/.4/.2 .4/.4/.2 .4/.4/.2

Filter Constants 6/2 3/15 9/15 6/25

All paths were examined to see how many different mathematical operations

were used per path and how often each operation occurred. The filtering paths

required different calculations for high and low demand items, so high and low

demand items were considered separately for all paths. Time required for each

mathematical operation was provided by a series of computer programs which

calculated the total times required to perform the operations. Using the times

provided, the total time per path could be calculated. The 5A wholesale simu-

lator was modified to generate a table showing the number of observations

processed on each path and the percent of time the path was used. Multiplying

the percent of time each path was used by the total time per path, and then

summing those values, produced a weighted average run time.

Average run times for the two methods of variance approximation were

determined to see if the sgzuare root calculation required by the proposed

approximation of variance was more time consuming than the multiplication

required for the currently used approximation of the variance term. The cal-

culations of run time were made for all samples. The results were summarized

by cog and then by ICP (Inventory Control Point). The summarized results were

used, along with other statistical data, to determine which method of variance

approximation was better - the current or the proposed.

10



E. FORECASTING METH0pS. Three methods of demand forecasting were examined:

the current method with the recommended parameter values, adaptive smoothing

and moving average. (The current method with current parameter values was

included as a base case.) First, a sensitivity analysis determined the best

parameter values for adaptive smoothing and moving average. Then, simulation

runs using the selected parameters for adaptive smoothing and moving average

were compared to simulations of the current method with recommended parameter

values.

The current method of demand forecasting checks for demand observations

that should be filtered out. If the present and previous observations should

be filtered, the forecast is an average of the two observations. If only the

present observation is to be filtered, the forecast remains the same. Obser-

vations not filtered are checked for trends and different smoothing weights

are applied for nontrending and trending observations. The forecast then is

determined by:

Dt+l = Cedt + (l-C%) Dt

Adaptive smoothing uses a smoothing weight which equals the ratio of the

smoothed forecast errors to the smoothed absolute value of the forecast errors.

This allows the smoothing weight to adapt to changes in level of demand or

trends. The forecast is determined by:

/ Dt+l (at dt + (1-at) Dt

with at =
Mt



where

Et = smoothed error = Zet + (1-t5) EtI

Mt = smoothed absolute error = Blet! + (1-Q) Mr_ 1

et = error of the forecast = d t - Dt

= constant interim smoothing wo'ght (a value of .2 is reconmended by

reference (6))

NOTE: a is the tracking signal defined by Trigg and Leach in reference (7)

The following example demonstrates the use of the adaptive smoothing technique:

Let d, = 197.5, D4 = 188.6, E 3 = -8.8, M3 = 12.0, B .2 and t 4.

Then e. = 197.5 - 188.6 = 8.9.

E .2(8.9) + .8(-8.8) = 1.78 - 7.04 = -5.26

M = .2( 8.9 ) + .8 (12) = 1.78 + 9.6 = 11.3S
4

, -5.261 .462
11.38'

So,D = (.462) (197.5) + (.538)(188.6) = 91.2 4- 101.5 192.7.

The above example used a value of .2 for F1. Because reference (6) gave

no definite reason for this particular value, a sensitivitv analysis was

performed for B values ranging from .1 to .4. Simulations were also made using

the adaptive smoothing technique combined with the filter values recommended by

reference (2). The best value for 6 was chosen by comparing the output statis-

tics discussed above, emphasizing the rate of change in system performance per

dollar invested. Results of the hypothesis tests, which tested the hypothesis

that the means of SMA, ADD and $OH + $DI were the same for the two methods

being compared, were also considered.

The moving average method of demand forecasting involves choosing a base

number of observations and then calculating a simple average of the observations.

12
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As a new observation appears, the oldest observation is dropped from the

calculations. The demand forecast is determined by:

- dL + 't- + + dt-N+l NI
t+1

where

N = base number of nbserva',ons

A sensitivity analvsis was performed to compare bases of four, six and eight

quarters. Similar to the adaptive smoothing analysis, statistics generated

by the simulator were analyzed with emphasis on examining the rate of change

in system performance per dollar invested, and hypothesis tcsts were done

using SMA, ADD and ',OH + SDI.

After the sensitivitv analysis was completed and parameter values chosen

for adaptive smoothing and moving average method, the two methods were compared

to the current method with recommended parameter values. Then, the two superior

methods of demand forecasting were compared by a study of timed computer simu-

lations, similar to the study which compared simulations using the two methods

of variance approximation.

TI1. FINDINGS

A. VARIANCE APPROXIMATION COMPARISON. Comparison of the current and the pro-

posed variance approximation methods, both with recommended parameter values,

indicate that the proposed more direct approximation of the variance provides

a less cost efjicient demand forecast. Using the parameter values recommended

by reference (2) produced superior results for both current and proposed

13
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variance approximation so all comparisons of the two methods were based on

the recommended parameter values. Both methods using current parameter value-

were included in the data as base cases.

Comparing the means of simulation runs using the proposed variance approxi-

mation to the current approximation (TABLFs III throuph VI) hv cog, showed that

ADD increased and SO11 + $DI increased for IV., both ADD and SOH + $DI decreased

by a small amount for IR, SMA decreased and $OH + SDI increased for 2H and

SMA increased by a very small amount while ,OH + SDI increased for 2R. EmphasIs

was placed on performance per dollars invested and the desired effect would be

an increase of SMA for both 2H and 2R, a decrease of ADD for iH and iR and

decreased $OH + $DI for all cogs. Under this criteria, the results appear to

indicate that the current approximation of the variance with recommended

parameter values was better than the proposed approximation of the variance

with recommended parameter values. I
However, statistical t-tests performed on the means ind standaTd deviations

of both methods using recommended parameter values showed that, for all factors

(SMA, ADD, $OH + SDI) there was no significant difference between the two methods

(for numerical results, refer to Appendix C, TABLE I). A sample t-test calcu-

lation appears in Appendix B. Because there is no significant difference be-

tween the current and proposed approximations of the variance term, the previous

assumytion of a normal distribution of forecast errors appears to be valid and

the approximations of 1.57(MAD)2 and 1.25 MAD for aD and (-D are appropriate.

14
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The time studies showed that, for both SPCC and ASO, the percent of time

that each path of the demand forecast routine was used was almost identical

for both methods. This indicated that computing 0D differently did not appear

to affect the filter process because the simulator seemed to filter the same

items the same number of times. The proposed approximation method used more

square and square root computations, less absolute values and fewer multipli-

cations. This difference in operations accounted for the differences in total

average time for the two methods of variance approximation.

19
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The number and type of operations per path, and the time required for ea-h

operation, depending on demand, are found in TABLE VII. For the filtering

without averaging path with high demand items, there were two additions, no

subtractions, four multiplications, no divisions, no squares, no square roots

and no absolute values in the current approximation method. The proposed vari-

ance approximation method in the same category had two additions, no subtractions,

two multiplications, no divisions, no squares, two square roots and no absolute

values.

Multiplying the number of operations by their appropriate time require-

ments gave the total time per path, shown in TABLE Vmi. ror the high demand

filtering without averaging path for the current methodl (TABLE VIII), the total

time required was 318.76 rtano seconds. The total time, per path, was multiplied

by the percent of time the path was used to determine the contribution to mean

run time.

This process was repeated for each path, for both methods of variance

calculation for SPCC and ASO. The mnean time per item per run, which is the sum

of the paths' constributions to mean run time, is shown in TABLE IX. For SPCC,

the current approximation method showed a mean time of 1,164 nano seconds per

item while the proposed variance approximation method produced a mean time of

2,287 nano seconds per item, which is 1.96 times the value of the current method.

For ASO, the proposed variance approximation method was 1.87 times slower.

Another change in calculations that influences the computer time requirement

is the computation of the procurement problem variance. The proposed method

stores o2 which is then used as the procurement problem variance. The current

method, however, stores the MAD and then approximates the procurement problem

variance by 1.57(MAD) 2. The approximation requires one multiplication and

one square, 177 nano seconds more than the time required by the proposed method.

20
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TABLE IX

Average Run Time Per Item

(Nano Secs/Item)

SPCC ASO

Current Method
(Recommend ed Parameter 1164 1144

Values)

Proposed Method
(Recommended Parameter 2287 2143

Values)

SPCC- proposed variance approximation method is 1.96 times slower than

the current method.

ASO - proposed variance approximation method is 1.87 times slower than the
current method.
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According to the t-tests that were done, the proposed approximation pro-

duced a demand forecast that is neither significantly better nor significantly

worse than the current method with recommended parameter values produced

(for numerical results refer to Appendix C, TABLE I). There is little differ-

ence, then, in the results of the two methods. The current method requires

less computer time considering both calculation of the demand forecast and the

procurement problem variance. Therefore, the analysis supports maintaining the

current method.

B. FORECASTING METHODS.

1. Determination of $ and N. A sensitivity analysis was performed for

both adaptive smoothing and moving average techniques. Under adaptive smoothing

6 was varied from .1 to .4 to determine the best smoothing weight. Initial

simulations using adaptive smoothing indicated a large increase in inventory

investment ($OH + $DI) compared to the base case and current method. Bec.-mse

those increases may have been caused by extremely high demands that would have

been filtered out by the current method, the adaptive smoothing process was

combined with the filtering-process, using the filter values recommended by

reference (2). Combining the processes resulted in an inventory investment

which was close to the inventory investment values of the base case and current

method using the recommended parameter values.

The different values of 3 were compared to a value of .2 for 6, the value

recommended by reference (6). Examination of means, by cog, showed that a

value of .1 for produced a slight docrease in $OH + $DI but decreased SMA

and increased ADD. A value of .3 for R increased SMA, decreased ADD, and

slightly increased $OH + SD1. A value of .4 for increased SMA, ADD and

$OH + $DI.
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Statistical t-tests indicated that no significant difference existed

between values of .2 and .3 for (for numerical results, refer to Appendix C,

TABLE II). Wide variances in SMA, ADD and $OH + $DI influenced these tests

and were considered when test results were evaluated. Examination of marginal

differences of mean values (TABLE X) between = .1, .2, .3, .4, focused on

performance per dollar invested and used a value of .2 for 6 as the base case.

A value of .1 for 1 showed a decrease in inventory investment for three cogs

which was combined with increases in ADD and decreases in SMA. A value of .3

for 6 decreased ADD and increased SMA for either a minimal increase or a

decrease in inventory investment. A value of .4 for 6 further decreased ADD

out either slightly increased or greatly decreased SMA with an inventory invest-

ment increase two to six times as large as the increase for a value of .3.

Because SMA increased and ADD decreased for a slight increase in cost for t3

.3 compared to = .2, .3 was chosen as the best value.

25
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Sensitivity analysis of the moing average method compared bases of eight,

six and four quarters. Compared to an eight quarter base, the six quarter

base increased SMA and decreased ADD for all cogs and slightly increased

inventory investment for 1H and IR while decreasing inventory investment for

2H and 2R. Comparison of six and four quarter bases showed that SMA increasedA

and ADD decreased for the four quarter base. However, the improvement in

performance was combined with an inventory investment two to 10 times as large A

as the inventory investment for the six quarter base. An examination of mar-

ginal differences of mean values (TABLE XI) of performance and inventory

investment suggests that a base of six quarters is the best choice.

Statistical t-tests comparing bases of eight and six quarters showed no

significant difference in the two bases for 1H and 2H but showed significant

improvement in SMA and ADD for IR with no significant change in inventory

investment (for numerical results refer to Appendix C, TABLE III). A six

quarter base seemed to show the most improvement in system performance per

dollar invested.

A
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2. Comparison of Demand Forecasting Methods. After the best values for

in adaptive smoothing and the base of quarters in moving average were

determined, the two methods were compared to the current method with recommended

parameter values to choose the best method of demand forecasting. The current

method with current parameter values was included as a base case. The means of

all four cogs (TABLEs XII through XV) were examined under the previously ex-

plained criteria. The method with the best performance was adaptive smoothing

with filters and i3 = .3. Adaptive smoothing showed the highest SMA anu lowest

ADD but had the highest inventory investment. The second best performing method

was the current method with recommended parameter values which was compared to

adaptive smoothing to sec if the inventory investments of the two methods were

significantly different.
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Statistical t-tests that compared the two mnethods showed no significant

difference between the methods with the exception of the tests for IR. The

tests for 1R indicated that the SNA of the adaptive smoothing is significantly

better while the cost is not significantly different (fur numerical results,

refer to Appendix C, TABLE IV). A time study (TABLFs XVI through XVIII), similar

to the time study for variance computation comparison, showed that the current

method was 1.03 times slower than adaptive smoothing for SPCC and 1.02 times

slower for ASO - a nominal difference in time.

Analysis does not strictly determine the choice of a best method. The

amount of work involved in implementing and maintaining the adaptive smoothing

method should also be considered. The current method with recommended

parameter values requires changing a few input parameter values, while adaptive

smoothing requires changes to the UICP demand forecasting model. However,

once adaptive smoothing is implemented, it requires no updating of parameter

values, which may be necessary with the current proccdurc. if program change-,

are required for other reasons, such as resystemization, implementing adaptive

smoothing will not require future updating or parameter value reevaluation

and will give the same or better demand forecast.
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TABLE XVIII

Average Run Time Per Item
(Nano Secs/Item)

SPCC ASO

Current Method
(Recommended Parameter 1164 1144

Values)

Adaptive Smoothing
with Filtering 1128 1124

SPCC - current method with recommended parameter values is 1.03 times slower
than adaptive smoothing with filtering

ASO - current method with recommended parameter values is 1.02 times slower
than adaptive smoothing with filtering

IV. SUMARY AND CONCLUSIONS

The 5A wholesale inventory simulator and actual demand observations were

used to determine the effect of using a more direct approximation of the variance

of quarterly demand and the advantage, if any existed, of using either adaptive

smoothing or moving average techniques instead of the current method of demand

forecasting. To determine the best parameter values for adaptive smoothing and

moving average, a sensitivity analysis was performed. Methods of both variance

computation and demand forecasting were evaluated by the four criteria of

inventory investment, performance, workload and demand forecast accuracy with

emphasis on performance per dollar invested. In addition, the computer time

required for each method was considered.
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A. VARLANCE APPROXTMATION COMPARISON. The current approximation of the variance

term was compared to the proposed more direct approximation. Because the use

of parameter values recommended by reference (2) produced better results overall,

the determination of the best variance approximation method was based on the

simulations using recommended parameter values. Comparison of mean values for

SMA, ADD and $OH + $D1 of both methods indicated that in most cases, the current

method showed increased performance and decreased inventory investment (see

TABLE XIX). But, statistical t-tests comparing the same means showed that the

current method was not significantly better.

The variance calculation methods were furt'."r compared by a study of the

change in the required computer time. For both high and low demand items,

the demand forecast procedure was considered as four separate paths: (1) a

step increase or decrease, (2) forecast remains the same, (3) exponentially

smoothed by a trending weight and (4) exponentially smoothed by a nontrending

weight. The simulator generated a table which showed the percent of

time that each path was used, which turned out to be almost identical for the

two methods. There were differences, however, in the time each path required

for the different methods. These differences were due to the different mathe-

matical operations used by each method; e.g., the current method required

multiplication for one path where the proposed variance approximation method

required a square root which is more time consuming. A total comparative

time per observation per simulation was determined. The proposed variance

approximation method was 1.96 times slower than the current method for SPCC

and 1.87 times slower for ASO.

Even though the proposed variance approximation method is a more direct

approximation, the proposed approximation produced no better results than the

38



current approximation. (This lends validity to the assumption of normal dis-

tribution of forecast errors which is used with the current method.) Therefore,

the current method, with parameter values recommended by reference (2) is the

better method of variance calculation.
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B. FORECASTING METHODS. Sensitivity analysis compared values from .1 to .4

for the smoothing constant, a, which is used in adaptive smoothing. Because

results improved when adaptive smoothing was combined with the filtering process

of the current method, only adaptive smoothing runs with the filters recommended

by reference (2) were considered. Varying 0 between .1 and .4 and then examining

the marginal differences of the means of the performance and investment indices,

indicated that a value of .3 for 3 was the best choice. (T-tests comparing

values of .2 and .3 for 8 indicated no significant difference between the two

but this was due to wide variances in factors tested.) Thus, a value of .3 for

B was chosen as the best value.

Similar analysis compared bases of four, six and eight quarters for the

moving average method of demand forecasting to determine the best base number

of quarters. Examination of marginal differences indicated an increase of SMA

and a decrease in ADD and either a very small increase or a decrease in

$OH + $DI when comparing six quarters to eight quarters. Marginal differences

also showed a considerable decrease in $OH + $DI, increase in ADD and either a

small decrease or considerable increase in SMA when comparing four quarters to

six quarters. Six and eight quarter bases appeared to give the best forecast,

having the best combinations of forecast accuracy, system performance and

inventory investment. T-tests done comparing six quarters and eight quarters

showed no significant differences in the two methods for cogs 1H and 2H but

1R showed a significant improvement in SMA and ADD for the six quarter base

with no significant change in $OH + $DI. Terefore, a base of six quarters

was chosen as the best value.

After parameter values were determined for adaptive smoothing and moving

average, the two methods were compared to the current method with parameter

41

*,



values recommended by reference (2) (see TABLE XX). Adaptive smoothing showed

the beat performance with the highest SMA and lowest ADD but also had the

highest inventory investment. Adaptive smoothing was then compared to the

current method with recommended parameter values, which showed the second best

performance, to determine if the difference between the two methods of inven-

tory investment was significant.

Statistical t-tests comparing the two methods indicated, with the exception

of the IR cog, that there was no significant difference in the two methods.

The IR cog showed the StIA of adaptive smoothing significantly better than that

of current with recommended parameters with no significant change in cost.

Implementing adaptive smoothing would reQuire program changes while using

the current method with recommended parameter values requires changing a few

input parameters. However, once adaptive smoothing is implemented, no further

attention is required while the current method requires re-evaluation and up-

dating of input parameters.

V. RECOMMENDATIONS A

FMSO recommends that the current method of variance calculation be retained.

FMSO also recommends that adaptive smoothing combined with filtering be

implemented.

42
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APPENDIX B: SAMPLE CALCULATION - HYPOTHESIS TEST

NOTR 8 NQTR= 6

SMA Mean 57.7% 60.0%

Standard Deviation 1.7% 2.5%

ADD Mean 67.45 65.47

Standard Deviation 6.11 7.09

$OH + $DI Mean 8.303 mil. 8.598 mil.

Standard Deviation 7.015 mil. 6.868 mil.

The data was taken from 1H cog, which had four separate samples, and the

comparison was made using six quarter bases versus eight quarter bases for

the moving average method. Let the six quarter base be sample X and the eight

quarter base be sample Y.

Hypothesis: Mean of Sample X = Mean Sample Y

Alternative: wX > Iy

l(X-Y) - (lix-py) -/ 5, (n + -2)
L e t T nlY

-\ x(Sx) 2+ny(Sy)n + nY

where

I I denotes absolute value

X is the actual mean of sample X

Y is the actual mean of sample Y

SX and S y are the standard deviations of samples X and Y, respectively

nx and ny are the number of elements in sample X and sample Y. These both

qual 4.

Using the hypothesis that UX " Y, we let jX- X Y = 0 and simplify calculations.

B-I



Then the degrees of freedom must be calculated:

degrees of freedom =n X + ny - 2

4 4+4-2-6

Consider being 95% confident of the results of the test. Then, in a Studeut-t

distribution table, look up t (1-.95, 6) = t (.05, 6) where .05 and 6 are

used as column and row headings in the table.

t (.05, 6) = 1.943

If the T value that is calculated is less than 1.943, the test fails to

reject the hypothesis. If the T value is greater than 1.943, the hypothesis

of equality is rejected.

SMA

T 60.0 - 57.7 V(4)(4)(6)
4(2.5)2 + 4(1.7)2 8

- 1.318 < 1.943

Fail to reject the hypothesis

ADD
1 65.47 - 67.451 _ (6)

4 (7.09)2 + 4(6.11)2 8

= .366 < 1.943

Fail to reject the hypothesis

Inventory Investment ($OH + SDI)

T 18.598 - 8.3031 -~ j 4()6)

V4(6.968) 2 + 4(7.015)2

- .052 < 1.943

Fail to reject the hypothesis

B-2



Thus, under the categories of SMA, ADD and Inventory Investment ($0O1 + $DI)

the test has failed to reject the hypothesis that there is no difference

betw~een a six quartet and eight quarter base for moving average calculations.
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APP NDIX C: HYPOTHESIS TEST RESULTS

Hypothesis: The means of the two methods are the same fo.r factors SMA, ADD

and $O + SDI.

Reject hypothesis if T>t(d.f, 1-cL)

d.f - degrees of freedom

a = percentage of confidence

TABLE I

Current versus Proposed Variance Approximation
(Both with Recommended Parameter Values)

Cog d.f. Ct t(d.f.,1-z) TSM A  TADD T$SO+SDI

1H 6 95 1.943 .990 .407 .010
2H 4 95 2.132 .870 .789 .029

6 95 1.943 .137 .142 .08

TABLE II

Adaptive Smoothing With Filters 8 .2 versus 8 .3

Cog d.f. OE t(d.f.,l-kt) TSMA  TADD T$OH+$Dl

IN 6 95 1.943 .560 .595 .049
2H 4 95 2.132 .538 .083 .01
IR 6 95 1.943 11.223 .60) .9094

C- 1



TABI.E III

Moving Average 8 Quarter Base versus 6 C)uarter Base

Cog d.f. (I t(d.f.,1-1t) TSMA  TADD T$OH+$DI

1H 6 95 1.943 1.318 .366 .052

211 4 95 2.132 .382 .421, .089
IR 6 95 1.943 1.996* 2.408* .199

*reject hypothesis for this value

TABLE IV

Adaptive Smoothing With Filters t3 - .3 versus Current Method
With Recommended Parameter Values

Cog d.f. t (d. f., i-x) TSM A  T AD D  TSOH+SD I

IH 95 1.943 1.340 .786 .236

2H 95 2.132 1.107 .405 .058
IR 6 95 1.943 2,h50" 1.397 1.127

*reject hypothesis for this value
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APPENDIX D: SAMPLE TABLES

TABLE OF CC,;TFNTS

1H Vriarinc Approximat ion Comparison n- 2

2H Variance Approximation Comparison 
D6

IR Variance Approximation Comparison 
D)-9

2R Variance Approximation Comparison D-13

IH Adaptive Smoothing Sensitivity Analysis U-14

211 Adaptive Smoothing Sensitivity Analysis D-Is

1R Adaptive Smoothing SensitiviLy Aualysis D-21

2R Adaptive Smoothing Sensitivity Analysis 
D-25

IR Moving Average Sensitivity Analysis 
1)-26

2H Hoving Average Sensitivity Analysis D-30

IR Moving Average Sensitivity Analysi.; 1)-31

2R Moving Average Sensitivity Analysis 
D-37
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